Thin film nanocalorimeter for heat capacity measurements of 30 nm films
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A silicon nitride membrane-based nanocalorimeter is described for measuring the heat capacity of 30 nm films from 300 mK to 800 K and in high magnetic fields with absolute accuracy ~2%. The addenda heat capacity of the nanocalorimeter is less than $2 \times 10^{-7}$ J/K at room temperature and $2 \times 10^{-10}$ J/K at 2.3 K. This is more than ten times smaller than any existing calorimeter suitable for measuring thin films over this wide temperature range. The heat capacities of thin Cu and Au films are reported and agree with bulk values. The thermal conductivity of the thin low stress silicon nitride is substantially smaller than thicker membranes while the specific heat is enhanced below 20 K. Design of the nanocalorimeter will be discussed along with fabrication details and calibration results. © 2009 American Institute of Physics. [DOI: 10.1063/1.3142463]

I. INTRODUCTION

Understanding the thermodynamic properties of nanoscale materials has become increasingly important as samples with nanometer length scales are routinely produced in the laboratory and semiconductor processing technologies shrink to tens of nanometers in size. Heat capacity in particular reveals information about electronic, magnetic, and structural properties. Measurements at the lowest temperatures tell us about the fundamental excitations in a system while measurements to several hundred degrees centigrade are typically most important in revealing phase transitions or determinations of total enthalpy and entropy. Many of these materials (e.g., amorphous, multilayers, and nanostructured) cannot be produced as bulk samples and are not amenable to traditional measurement techniques. Calorimetry measurements necessarily require that the heat capacity of the calorimeter be measured along with the sample of interest. Heat capacity $c$ is an extensive quantity and a calorimeter suitable for measuring these small quantities should have a heat capacity, and thus, of comparable magnitude to the nanoscale materials and films in addition to operating over a wide range of temperatures and fields.

Microcalorimeters based on amorphous, low stress silicon nitride (Si–N) membranes have been used for over a decade to understand the thermodynamics of thin films and small (micrograms) samples.1-5 Heats of fusion and heat capacities of ultrathin films and monolayers have previously been measured, but these measurements have been confined to high temperatures and zero magnetic field.6,7 Films as thin as 200 nm have been measured from 2–800 K and in magnetic fields up to 8 T with an absolute accuracy ~2%. (See Ref. 8 and the references therein.)

Here we describe the design and fabrication of a thin film nanocalorimeter for use from 300 mK to 800 K and in high magnetic fields. This nanocalorimeter is a scaled down version of the previously reported microcalorimeter1,8 and has more than ten times less addenda heat capacity over this wide temperature range, enabling the heat capacities of 30 nm films or submicrogram samples to be measured with ~2% absolute accuracy.5,9 Calibration measurements for the device will be discussed along with an analysis of the specific heat and thermal conductivity of the amorphous Si–N membrane.

II. DEVICE DESCRIPTION

The low thermal conductance and heat capacity of amorphous Si–N membranes make them ideal for thin film calorimeters both because of their intrinsic properties (high Debye temperature and corresponding low $C$) and their mechanical strength (can be made extremely thin with a large area).1,10 These membranes are made from a low stress, silicon rich film that is grown by low pressure chemical vapor deposition (LPCVD) and they are commonly used for x-ray and TEM windows.11

Figure 1 shows a schematic (a) and cross section (b) of the new nanocalorimeter with the sample heaters and thermometers labeled. All of the elements on the device are lithographically patterned and their geometries are well known. The $2 \times 2 \times 30$ nm Si–N membrane acts both as a substrate for the thin film sample and a weak thermal link between the sample and the Si frame. Samples are deposited onto the backside of the membrane in the $1 \times 1$ mm$^2$ sample area through a microfabricated deposition mask, shown in Fig. 1(b). A Cu or Au thermal conduction layer is also deposited on the back of the membrane in the same central sample area to ensure that the sample is isothermal with the thermometers. The sample heater is used to raise the temperature of the sample area from fractions of a degree to several hundred degrees above the frame temperature depending on the measurement technique.

The heat capacities of the membrane, thermal conduction layer, and sample, when present, are the dominant contributions to the total measured heat capacity $c_T$. The background, or addenda, heat capacity of the calorimeter $c_a$ is due to the membrane, conduction layer, and thin film heaters and
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The ability to reliably make thin membranes with a large area sets the minimum possible size for the calorimeter. Here we describe how the important device properties should scale in terms of the device parameters: membrane thickness \( t \) and width \( x \). In scaling down the microradiometer to reduce \( c_a \), the membrane’s strength is kept relatively constant by maintaining the ratio of membrane area to thickness \( x^2/t = \text{constant} \). Membranes as thin as 30 nm are strong enough to withstand fabrication, processing, and routine handling. To meet this constraint for a 30 nm membrane, where \( t \) is reduced by a factor of six compared to the 180 nm membrane of the microradiometer, the membrane area must be reduced by 6, hence from \( 5 \times 5 \text{ mm}^2 \) to \( 2 \times 2 \text{ mm}^2 \), therefore reducing \( x \) by 2.5.

The reduced size of the nanocalorimeter changes two thermodynamic quantities that in turn control all the other measurement parameters: the addenda heat capacity \( c_a \) and the thermal link \( K \) connecting the sample to the environment. \( c_a \) scales in a straightforward manner as it depends only on the total mass \( m = \rho V \) of the elements on the membrane. The membrane contribution scales as \( x^2 \) and is reduced by a factor of 36 for a 2 mm \( \times \) 2 mm \( \times \) 30 nm membrane. The in-plane dimensions of the heater, thermometers, and leads were reduced by the factor as \( x \) and their thicknesses by \( t \). If the scaling of \( t \approx x \), then the overall \( c_a \approx x^2/t \) which is reduced by a factor of 36. \( K \) has contributions from conduction through the membrane and the Pt leads and, for \( T > 100 \text{ K} \), a measurable contribution from radiation. Since the device is scaled uniformly in the plane of the wafer, all contributions from conduction scale as \( t \approx x \). (\( x \) appears in both the numerator and denominator of \( k \), hence, is canceled.) The radiation contribution \( K_{\text{rad}} = a e A T^4 \) depends on the heated area of the membrane \( A \approx x^2/t \). Therefore, \( K \approx x/t \) since both contributions separately scale as \( t \). Thus, the heat capacity of films as thin as 30 nm can be measured by scaling the microcalorimeter’s membrane thickness \( t \) by 6 and area \( x^2 \) by 6 to decrease \( c_a \). Furthermore, this scaling results in no change in systematic error for this measurement since the systematic error depends on the ratio of the thermal conductances of conduction layer and membrane which both scale at \( t^3 \).

The measurement sensitivity is determined by the off-null voltage of the bridge circuit \( \Delta V = V_\text{th} A \Delta R \) where \( V_\text{th} \) is the current through the sample thermometer and \( \Delta R = \Delta T (dR/dT) \) is the change in thermometer resistance upon heating the sample area. The reduction in \( t \) and \( x \) for the heaters and thermometers results in an increase in their resistance that scales as \( t^{-1} \). (since all elements’ lengths and widths scale as \( x \)) The sensitivity of the scaled thermometers is evaluated by considering the bridge response as the relevant figure of merit (FOM). It is shown in Ref. 13 that \( \text{FOM} = (t/t_0)^{1/2} T^{3/2} / \rho^{1/2} dp/dT \) where \( t \) and \( t_0 \) are the thickness of the membrane and thermometer, respectively, and \( \rho \) is the resistivity of the thermometer. For the Pt thermometer, where \( t/t_0 \) and \( \rho(T) \) are both constant, \( \text{FOM} = \text{constant} \) and there is no loss of sensitivity upon scaling. For the low temperature \( a \)-Nb,\( Si_{1-x} \) thermometers, both \( t/t_0 \) and \( \rho \) were varied to optimize the sensitivity while keeping the resistance at a measurable value, typically, \( < 1 \text{ M}\Omega \). This will be further discussed in Sec. III.

III. FABRICATION

The thin film nanocalorimeters are fabricated in the UC Berkeley Microfabrication Laboratory on 4 in. (100) silicon wafers using micro electromechanical systems (MEMS) processing techniques with modifications required to protect the thin Si–N before and after releasing the membranes. A 100 nm oxide layer is grown by wet oxidation of both sides of the Si wafer at 1000 °C. This oxide layer reduces the capacitive coupling between the heater, thermometers, and ground through the silicon wafer. The oxide is etched from the back of the wafer using 5:1 buffered HF (BHF) and low stress amorphous Si–N is deposited at 835 °C in an LPCVD furnace using a 4:1 mixture of dichlorosilane and ammonia.
The Si–N on the front surface of the wafer forms the membrane and the Si–N on the back is the mask for the subsequent silicon etch. Scratches in the thin Si–N film will result in unwanted etching of the Si therefore a 200 nm film of Cr is deposited on the back surface of the wafer to protect the Si–N during processing. A Pt film is sputtered onto the front of the wafers where the heaters, thermometers, and leads are lithographically patterned and then etched in aqua-regia at 85 °C. The front surface of the wafer is then protected with photoresist and the Cr film is removed from the backside. The Si–N on the back of the wafer is patterned and etched. The membranes are released by etching the exposed Si in KOH at 80 °C. The top surface oxide layer is removed from the back of the membrane in 5:1 BHF leaving the clean bottom surface of the Si–N as a growth surface for future sample deposition. Vacuum chucks are avoided for the remainder of the processing as the membranes are somewhat fragile. The low temperature a-NbSi1−y thermometers are cosputtered, annealed, patterned, and then etched in an SF6 plasma. Thicknesses of the Pt, a-NbSi1−y, oxide, and Si–N are measured either with a profilometer or optical reflectometer. A batch consists of 6–18 wafers with each wafer holding 52 devices and yields are typically 85%.

Residual stress is kept below 200 MPa for all films to reduce strain on the membranes. The stress in the LPCVD Si–N depends on the deposition temperature and ratio of dichlorosilane and ammonia precursor gases. The stress in the sputtered Pt and a-NbSi1−y films is controlled by varying the pressure of the argon gas. Film stresses are determined by measuring the Si wafer curvature before and after film deposition with a Tencor FLX-2320.

The resistance of the a-NbSi1−y thermometers is a function of both doping y and annealing temperature TA. Annealing the devices ensures that they are thermodynamically stable and thus reproducible for sample preparation or measurements below TA. A device’s operating temperature range is determined by the choice of y and TA. Thermometers with R ≈ 1 MΩ at 300 mK can be obtained for y = 0.1 when TA = 300 °C. The operating temperature range can be expanded by increasing both y and TA. Low temperature thermometers have been reliably produced by annealing films with y = 0.13 at 500 °C. Figure 2 shows the predicted FOM for the a-NbSi1−y where t/tth and ρ are both held constant. By holding ρ constant and decreasing t/tth, the thermometer resistance increases above 1 MΩ and the FOM decreases. y was increased to compensate for the increased thermometer resistance but this resulted in a decrease in the FOM. The FOM for these thermometers can be further improved by annealing above 300 °C and by decreasing y and increasing tth for future devices.

Samples and conduction layers are vapor deposited onto the small central sample area of the membrane using a micromachined deposition mask. A 5 μm gap between the deposition mask and membrane is used to keep the error in sample area to ±1% from typical shadowing effects during growth. These deposition masks are fabricated from 6 in. silicon wafers with a nominal thickness of 650 μm. The wafers are coated with 400 nm of Si–N, patterned on the front and back, and etched in KOH at 80 °C. The resulting mesa structure fits in the etch pit on the nanocalorimeter and has a through wafer opening in the center that defines the 1×1 mm² sample area. Appropriate choice of convex corner compensation is required to prevent undercutting the mesa structure along the (411) planes that are exposed at the corners. The convex corner compensation method laid out by Fan and Zhang was found to be sufficient for this deposition mask structure.

IV. EXPERIMENTAL METHOD

The nanocalorimeter is either mounted onto a measurement system once the sample and conduction layer are deposited or the device is attached to a sample stage with a deposition mask for in situ deposition and measurement. In either case, the device is clamped to a Cu block with a small amount of either Apiezon N or H grease applied to the block to ensure good thermal contact. The device can be operated over a temperature range from 300 mK to 800 K when it is prepared as described above. Electrical connections are made by gold wire bonding to the contact pads on the Si frame. A commercial Cernox thermometer and temperature controller are used to measure and control the temperature of the Cu sample block. During the measurement, each resistance thermometer on the device is calibrated to the temperature of the block thermometer. The resistance of the device sample thermometers typically vary by a small amount for devices from the same wafer. This variation is due to either thickness or, for the a-NbSi1−y, small composition gradients across the wafer. All measurements are made under high vacuum (<1×10⁻⁷ Torr) to eliminate irreproducibility in c or K from small amounts of gas or ice.

The small ΔT relaxation method is typically used for heat capacity measurements, however, the nanocalorimeter is compatible with other small sample calorimetry techniques. For this measurement, the thermal link of the calorimeter K is measured by applying a known power P to the heater and then measuring the steady state temperature rise ΔT of the sample area above the Si frame which is held at the temperature of the block T0. Solution of the steady state heat flow equation gives K = P/ΔT. P is then set to 0 and the subse-
quent exponential temperature decay is recorded as a function of time. The time constant of the temperature decay \( \tau = c_{T}/K \) where \( c_{T} = c_{a} + c_{s} \) is the total heat capacity of the calorimeter, sample, and conduction layer.

This simple model for heat flow in the device applies when the sample area is isothermal and both \( K \) and \( c \) do not change appreciably during the measurement. Temperature gradients in the sample area have been shown to be \(<2\%\) when using a conduction layer with a high thermal conductivity, such as Au or Cu, that has at least the same thickness as the membrane.\(^9\) Changes in \( K \) and \( c \) are kept sufficiently small with the appropriate choice of \( \Delta T \). For the steady state measurement of \( K, \Delta T \) in the range of \( 1\%–10\% \) of \( T_{0} \) maintains the linearity of \( K \) over the temperature interval \( T_{0} \) to \( T_{0} + \Delta T \). For the temperature decay, \( \Delta T \) of \( 1\%–2\% \) of \( T_{0} \) is used and results in an error in \( c \) that is \( \approx 0.01\% \). A detailed discussion of this technique along with a comparison to both a one dimensional (1D) model and two dimensional (2D) numerical simulation are reported elsewhere.\(^1,8,9\)

To measure \( \Delta T \) either the Pt or one of the \( a\)-Nb-Si\(_{1-y} \) sample thermometers (depending on temperature \( T_{0} \)) is connected to a lock-in amplifier through an autobalancing bridge which references a matching thermometer on the device’s frame (see Fig. 1). The temperature of the block is held stable at \( T_{0} \), the bridge is balanced, and the resistance of the sample thermometer is measured along with the temperature of the calibrated block thermometer. The bridge is then driven off balance by an amount \( \Delta V \) when power \( P \) is supplied to the sample heater. \( \Delta T \) of the sample is then determined from the measured \( R(T) \) calibration for the sample thermometer.\(^1,8\) For a given \( T_{0} \), several heater powers are applied corresponding to \( \Delta T/2, \Delta T, 3\Delta T/2, 2\Delta T \) to test linearity of \( K \) around \( T_{0} + \Delta T \).

A Signal Recovery model 7265 DSP Lock-in amplifier provides the excitation voltage for the bridge and records the relaxation time constant \( \tau \) using an internal fast A/D converter. An excitation frequency of several hundred hertz to a few kilohertz is used for measurement of the decay. Between 25 and 100 decays are averaged at a single temperature. The resistance of the \( a\)-Nb-Si\(_{1-y} \) sample thermometer is 500 k\( \Omega \)–1 M\( \Omega \) at low temperatures and this leads to an RC attenuation of the off-null voltage of the bridge for frequencies above \( \sim 3 \) kHz. This attenuation is acceptable for the time dependant measurement as only the time constant of the decay is important but it is unacceptable for \( K \) where an accurate measure of \( \Delta V \) of the bridge is needed to determine \( \Delta T \). A low frequency, typically 17 Hz, is therefore used for the steady state measurement to avoid this RC attenuation.

Usually, one nanocalorimeter per wafer is measured (with a conduction layer) to determine \( c_{a} \) for all devices from the wafer. The remaining devices have both a sample and a conduction layer deposited on them. The sample’s heat capacity \( c_{s} \) is determined by subtracting the addenda from the total measured heat capacity, \( c_{T} = c_{a} + c_{s} \). The small variations in \( c_{a} \) for each device due to differences in Pt and conduction layer thicknesses between the addenda and sample devices are calculated and corrected.

The data presented below are for devices with varying conduction layer thicknesses and materials. The membrane thickness for these nanocalorimeters is 50 nm though devices with 30 nm membranes have been fabricated. Additionally, process variations resulted in the thickness of the Pt heater and thermometers being greater than the desired value from scaling. The increased thickness of Pt increases \( c_{a} \) and the conduction term in \( K \). All measurements were performed in a \(^4\)He cryostat over the temperature range 2–300 K. The resistance of the \( a\)-Nb-Si\(_{1-y} \) thermometers were successfully measured down to 300 mK in a \(^3\)He cryostat. The Pt thermometers were tested up to 800 K in vacuum both by raising the temperature of the sample block and monitoring the resistance of thermometer and also by holding the sample block and silicon frame of the calorimeter at room temperature and heating the sample area of the membrane up to 800 K. For the remainder of the paper, we will refer to the heat capacity of the Si–N membrane, heaters, and thermometers as the addenda and treat the conduction layer as the sample. It should be noted that a measurement of a device without a conduction layer is not meaningful since the isothermal criterion is not satisfied.

**V. RESULTS**

Figure 3 shows \( c_{T} \) for a device with 86.4 nm thick Cu conduction layer. Also shown are calculated \( c \) for each component; Si–N membrane, Pt elements, and Cu conduction layer. The heat capacity of the \( a\)-Nb-Si\(_{1-y} \) thermometers is not shown as it makes a negligible contribution.\(^1\) For this sample, the bulk specific heats of Cu and Pt are used to calculate the corresponding thin film contributions which is a reasonable assumption given the results presented below.\(^1,9\) \( c_{Cu} \) is shown for the thickness of Cu in the \( 1 \times 1 \) mm\(^2\) sample area. \( c_{Pt} \) is a combination of \( c \) for all of the Pt in the sample area along with 29% of \( c \) for the Pt on the membrane border. This geometric factor for the border contribution is a result from 2D heat flow simulations.\(^9\) The Si–N’s heat capacity is calculated from \( c_{Si-N} = c_{T} - c_{Cu} - c_{Pt} \). Knowing each of these contributions allows \( c_{a} \) to be calculated for any device to within 2% as is demonstrated below.

Figure 4 shows the temperature dependence of \( K \), the measured thermal link of the nanocalorimeter, and the various components that contribute to this value.
of K for devices from the same wafer agree to within 3%. The inset in Fig. 4 shows K for devices from wafers A and B that are from the same process lot. Variations in the thickness of the Pt and Si–N account for the difference between the measured K. The thickness differences between wafers for the Si–N and Pt are 1.5% and ±10%, respectively. Correcting for these different thicknesses reduces the variation to ±2% which is within the measurement error.

The contributions to K shown in Fig. 4 were calculated following the procedure detailed in Ref. 10. The thermal conductance of the Pt leads K_{Pt} is calculated from the thermal conductivity given by the Wiedemann–Franz law (k/σ=L_0T). The electrical conductivity σ of the Pt is calculated from the measured R(T) of the Pt heater which, along with the thermometers and leads, is lithographically patterned and its geometry well known. K_{Pt} is subtracted from K and the resulting curve is fit to a functional form α+βT+γT^3 above 100 K. The cubic term is assumed to be due to the leading term in the radiation contribution $P_{rad}=A_{eff}σ(T_0+βT)^3−T_0^3=K_{rad}T$ with $K_{rad}=A_{eff}ασT_0$. From this we can find the contribution from the Si–N $K_{Si-N}=K−K_{rad}−K_{Pt}$. The contribution from $K_{rad}$ scales as the exposed surface area $A_{eff}$ and is in good agreement with the predicted reduction of $x^2$.

Heat capacity measurements were also made on 52.5 nm and 30.3 nm thick Cu films and a 54.6 nm Au film. For this sample, $c_p$ was calculated as described above based on the measured thicknesses of the Si–N and Pt for this wafer compared to wafer B. The specific heat for bulk Au (Ref. 19) is shown and is in good agreement with the measured value. This agreement validates the differential method for measuring heat capacity along with verifying that the extracted heat capacity of the Si–N is correct since $C_{Cu}(T)$ is very different than $C_{Au}(T)$. The agreement of the Cu and Au films with bulk specific heat values also indicates that both electronic and lattice contributions to the specific heat are not changed for films as thin as 30 nm.

We turn now to the intrinsic values of k and C for the Si–N extracted from the measured values of K and $c_p$. We use the results of 2D heat flow simulations that show how contributions from the membrane border area need to be considered. The intrinsic thermal conductivity of the Si–N $K_{Si-N}=K_{Si-N}/t$ where t is the thickness of the Si–N and α=10.33 is a geometric constant obtained from the simulations, somewhat equivalent to the ratio of the path length to width. The intrinsic specific heat of the Si–N $C_{Si-N}$ is calculated from $c_{Si-N}$. From the 2D simulations, the effective volume of Si–N is the sum of the central sample area and border contributions, $V_{eff}=(1 \text{ mm}^2+0.24(2\times2)−(1\times1)\text{ mm}^2)\times50 \text{ nm}$ where 0.24 is a geometric factor taken from the simulations in the limit of a good thermal conduction layer, as here.
Figure 6(a) shows the thermal conductivity of Si–N for a 50 nm and several 200 nm membranes. The thermal conductivity for 200 nm membranes below 10 K was reported to be sensitive to the surface roughness of the membrane which is primarily determined by oxide preparation technique. Phonon scattering from the rougher surfaces is believed to be diffuse and leads to a decrease in thermal conductivity. k for the nanocalorimeter’s 50 nm membranes is reduced over the entire measured temperature range up to a factor of three when compared to 200 nm membranes prepared under similar conditions. The reduction in k is likely due to boundary scattering of long wavelength phonons from the surfaces of the membrane. Recent thermal conductivity measurements of an a-Si:H film using time-domain thermoreflectance have shown that a large fraction of the room temperature thermal conductivity is due to phonons with wavelengths of several nanometers and mean free paths of hundreds of nanometers. We suggest therefore that boundary scattering in the thinner nitride films reduces the mean free path of the phonons which in turn reduces k over the entire measured temperature range.

Figure 6(b) shows the specific heat (J g⁻¹ K⁻¹) of the 50 nm Si–N compared to 200 nm Si–N membranes. Above 20 K, Cₜₐₙ for both samples agrees to within a few percent and rules out any thickness errors that might account for the discrepancy seen in k. Below 20 K, the 50 nm films show an increase in c as compared to 200 nm films.

Rutherford backscattering (RBS) measurements for Si–N films reported here and previously show the stoichiometry to be SiN₂₋₁.₅₋₀.₀₅ with ≤₁ at. % hydrogen as measured by hydrogen forward scattering in agreement with previous results. The density, also determined from RBS, for these films is ρ = 2.68 ± 0.07 g/cm³. There was no depth dependence to the composition found from the RBS measurements. The index of refraction, which is a measure of film composition and stress, measured by spectroscopic ellipsometry is 2.15 ± 0.05 for all of these films as well. From these measurements, all of the films in Fig. 6 appear to be very similar chemically and it seems unlikely that any remaining small variations in stoichiometry or density would lead to the differences seen in k and C.

Room temperature acoustic measurements on the 50 nm films give the longitudinal speed of sound vₗ = 11.7 × 10⁵ cm/s which is ~6% larger than vₗ for 200 nm thick Si–N. The previous result from Ref. 23 are corrected here for the measured density. Room temperature measurements of k have been made on 50 nm and 200 nm Si–N films using the 3ω technique. These values are systematically 14% lower than the values determined from calorimetry measurements and lie slightly outside of the room temperature 10% error bar in k that is dominated by uncertainty in the model for radiation. All of these differences are negligible compared to the factor of three change in k at all temperatures and the factor of five change in C by 2 K.

Figure 7 shows the specific heat of Si–N plotted as Cₚ × θ₀/T³ versus T/θ₀ along with vitreous silica from Ref. 24. Deviations from Debye-like specific heat, such as a linear term below 1 K in C, are commonly seen in amorphous materials. The linear term, which appears as an upturn in C/T³, is attributed to degeneracies in the amorphous matrix that gives rise to tunneling states and is believed to be universal in all amorphous materials. The linear term in Si–N is appreciable below 6 K in 200 nm films and 20 K in the 50 nm films. The large linear term and high onset temperature are both surprising given that Si–N appears to have a low density of tunneling states, as measured by internal friction, which is well outside of the universal regime. Measurements below 2 K are still needed to confirm these results.

From a measurement perspective, the reduction in kₙᵢ₋₂₉ is beneficial as a decreased thermal conductance leads to increased thermal isolation of the sample. This means that cₚ can be reduced by using a thinner conduction layer and still satisfy the isothermal condition for 2% accuracy. However, the increase in Cₚ below 20 K results in an addenda that is five times larger than expected at 2 K.

VI. CONCLUSIONS

A thin film nanocalorimeter for measuring the heat capacities of 30 nm thin films with ~2% absolute accuracy has been designed, fabricated, and tested. We present heat capac-
ity measurements from 2–300 K; device thermometry has been tested from 300 mK to 800 K. Heat capacities of several Cu and Au films were measured and showed that the nanocalorimeter can be used to measure the heat capacities of films as thin as 30 nm with absolute accuracy <5%, limited by a combination of electrical noise, film thickness uncertainty, and ≈2% systematic error from the measurement technique. The specific heat and thermal conductivity of the thin amorphous silicon Si–N membrane have been extracted and compared to data on thicker membranes. $k$ is reduced by approximately a factor of three over the entire temperature range while an increase in $C$ is found below 20 K and is a factor of five at 2 K. The data presented here for amorphous Si–N and recent results for $a$-Si:H suggest that the current models for amorphous materials may need to be revisited as new measurement techniques such as this allow investigations of materials not available for bulk measurement techniques. When scaling down the thin film calorimeter, it was necessary to optimize the electrical and thermodynamic response of the device around the strength of the supporting Si–N membrane. It is possible to further reduce the size of the calorimeter, however, the ability to reliably make ultrathin membranes will determine the lower limit on the membrane thickness and, thus, set a lower bound on the heat capacity of the calorimeter.
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13. The FOM is the response of the bridge to a given $\Delta T$. The bridge response $\Delta V=I_a R$. The choice of $I_a$ is a compromise between the signal-to-noise ratio and errors from the $I_b^2R$ self heating in the thermometers (Ref. 18). In the small $\Delta T$ method, $P=\kappa \Delta T$ so that $I_a=(\kappa \Delta T I_a/R_a)^{1/2}$. The off-null voltage of the bridge can then be written as $\Delta V=(\kappa \Delta T I_a/R_a)^{1/2}\Delta T dR/dT$. Both $\Delta T$ and $\Delta T I_a$ are constants during the measurement and proportional to $T$, thus, the figure of merit FOM = $(I_a I_b)^{1/2}\Delta T dR/dT$. $\Delta T I_a/R$ is kept below 0.03%–0.1% of $T_0$ to minimize the error in the temperature calibration of the sample thermometer. Variations in $\Delta T I_a$ over the temperature interval $\Delta T$ lead to errors in $K$ and $\tau$. The error in $K$ is proportional to $I_b^2 dR/dT$ and is <0.02% for the $a$-Nb$_x$Si$_{1-x}$ and <0.01% for the Pt thermometer for a typical $\Delta T < 2\% T_0$. A self-heating correction to the time dependent measurement can be made as well, $\tau=C/(K-a\tau I_a)$ where $a=4\ln R/dT$; For $\Delta T < 2\% T_0$, this correction is negligible: $a\tau I_a/K < 1 \times 10^{-5}$ (Ref. 17).